
& Single-Ion Magnets

The Metallofullerene Field-Induced Single-Ion Magnet HoSc2N@C80
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Abstract: The low-temperature magnetic properties of
the endohedral metallofullerene HoSc2N@C80 have been
studied by superconducting quantum interference device
(SQUID) magnetometry. Alternating current (ac) suscepti-
bility measurements reveal that this molecule exhibits
slow relaxation of magnetization in a small applied field
with timescales in the order of milliseconds. The equilibri-
um magnetic properties of HoSc2N@C80 indicate strong
magnetic anisotropy. The large differences in magnetiza-
tion relaxation times between the present compound and
the previously investigated DySc2N@C80 are discussed.

Lanthanides have a long-standing tradition in magnetism
owing to their large and often anisotropic magnetic moments.
Currently, these properties boost the synthesis of new single-
molecule magnets[1] (SMMs) and single-ion magnets (SIMs),
that is, SMMs containing only a single magnetic ion.[2] Most
SMMs known to date are synthesized within the field of coor-
dination chemistry. Only recently it was discovered that also
the endohedral metallofullerenes (EMFs) DySc2N@C80 (1),[3]

Dy2ScN@C80, and Dy3N@C80 containing one to three magnetic

ions exhibit SMM behavior.[4] Such EMFs represent truly molec-
ular systems, where a small and otherwise unstable metal ni-
tride cluster is incorporated in a C80 cage.

[5] In the nitride clus-
terfullerenes, metal atoms (Sc, Y, or a lanthanide) adopt a triva-
lent state, the formal charge of the central nitride ion is !3,
and the carbon cage has a formal net charge of !6. The
M3N@C80 molecules are therefore diamagnetic, unless the en-
capsulated lanthanide ions have a partially filled 4f shell, which
is then the only source of paramagnetism in such molecules.[5d]

Thus, the exceptional properties of DySc2N@C80, such as its
hour-long relaxation time at 2 K, can be explained by a strong
easy-axis type magnetic anisotropy[6] introduced by the Dy!N
bond as well as by the protective role of the cage which does
not carry a magnetic moment by itself. Almost all trivalent lan-
thanide ions can be entrapped with different stoichiometries
in this particular type of EMFs, opening a vast field of structur-
ally closely related magnetic compounds.[5] It is particularly in-
teresting to study the magnetic properties of the Ho member
of the monolanthanide LnSc2N@C80 series and compare it to
1 because of its equally strong magnetic moment while it ex-
hibits an integer total angular momentum J as compared to
half integer in 1. Also, the natural abundance of Ho is limited
to a single isotope with nuclear spin I=7/2, which makes
HoSc2N@C80

[7] (2) an interesting model system to study mag-
netization dynamics.

Herein we show by superconducting quantum interference
device (SQUID) magnetometry that 2 displays SMM behavior,
albeit on a shorter time scale than in 1. We report its equilibri-
um magnetic properties and magnetization lifetimes in the
order of milliseconds. Field-dependent magnetization measure-
ments obtained at low temperatures on drop-cast samples of
2 reveal strong magnetic anisotropy of the HoIII ion. The alter-
nating current (ac) susceptibility data exhibit frequency-depen-
dent peaks that shift with temperature, indicating thermally ac-
tivated relaxation of the Ho magnetic moment.

The structure of 2 obtained from geometry optimization
using density-functional theory (DFT) is shown in Figure 1. The
endohedral HoSc2N unit is almost trigonal planar with a Ho!N
bond length of 2.163 " and the shortest Ho!C distance of
2.405 ". The barrier for the rotation of the nitride clusters
within the C80-Ih cage has been calculated to be below
100 meV.[8]

The field-dependent magnetization and the reduced mag-
netization are shown in Figure 2 along with the cT product,
with c representing the magnetic susceptibility. At the lowest
temperatures, the magnetization reaches saturation already at
fields of about 20 kOe, indicating the presence of a sizeable
magnetic moment. The observed reduced magnetization
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strongly deviates from the Brillouin function calculated for HoIII

with its 5I8 ground state and its total angular momentum of
J=8. Moreover, the low-temperature c·T product has an ap-
proximately constant value of about 11 cm3Kmol!1, which is
lower than the calculated value of 14.1 cm3Kmol!1 for an iso-
tropic paramagnet of J=8 and the Land$ g-factor gJ=5/4 as
obtained from the Curie law. These observations clearly dem-
onstrate the presence of strong magnetic anisotropy. To obtain
quantitative insight, we fitted the magnetic behavior of the
HoIII ion with a pseudospin s=1/2 approach,[9] which considers
the lowest energy quasi-doublet. In this effective-Hamiltonian
formalism, the magnetic anisotropy induced by the strong
ligand field of the central nitride ion appears in the diagonal,
anisotropic g-tensor with longitudinal g-factor gzz, taking the z-
axis oriented parallel to the main symmetry axis. In the case of
isolated doublets, according to Griffith’s theorem,[7,10] gxx=gyy=
0. Although no strict degeneracy of the HoIII energy levels
needs to be present, we assume quasi-degenerate doublets

split from one another owing to the ligand field (see discus-
sion below). A small intra-doublet splitting is neglected to
avoid over-parameterization of the model. With these condi-
tions, the Hamiltonian reads:

Ĥ ¼ mBm0ŝz # gzz # Hz ð1Þ

with ŝzthe z component of the pseudospin-1/2 operator, g as
mentioned before, and Hz the magnetic field component along
the z direction. The field- and temperature-dependent magnet-
ization is then given by M ¼ !gzz # ŝzh i, in which the brackets
denote the quantum-mechanical expectation value. As both
the C80 cage and its endohedral unit are frozen, that is, rota-
tions are unlikely at the temperatures of our experiments, a di-
rectional (“powder”) average was performed.[11] Least-squares
fitting of the 2 K magnetization data with this model yields
gzz=18.3(1), corresponding to a magnetic moment of 9.15 mB,
which is close to the maximum value of 10 mB for HoIII. From
the fits we also obtain a sample mass of 0.91 mg, which com-
pares well with the used amount of sample. The best-fit curves
are shown as solid lines in Figure 2a, demonstrating excellent
agreement with the experimental data. Small deviations in the
susceptibility and the high-field magnetization are probably
due to imperfections in the background subtraction and
second-order effects, respectively. The latter lead to admixture
of excited doublets at large magnetic fields, giving rise to
a small slope in the saturation regime. The value found for gzz

corresponds to a ground state characterized by[12] mJ,GS=
gzz/(2 gJ)=7.4, and thus it is close to the largest possible mJ=
&8 allowed for J=8.

The out-of-phase component of the ac susceptibility of 2
measured at a constant dc field of Hdc=2 kOe is plotted in
Figure 3. A shift of the peak frequency towards larger values
with increasing temperature indicates a thermally activated re-

Figure 1. Structure of 2 as obtained from DFT. The C80 cage and the endohe-
dral HoSc2N unit are shown as small and large spheres, respectively, with
the Ho atom pointing towards the reader.

Figure 2. a) Field-dependent magnetization of 2. Data and best-fit curves are
shown as symbols and solid lines, respectively. b) Reduced magnetization of
2. The solid and dashed lines are calculated curves obtained from model
Eq. (1) and the scaled Brillouin function for J=8 and gJ=5/4. The low-tem-
perature cT product is shown in the inset. Note that the random orientation
of the Ho!N bonds reduces the saturation magnetization by a factor of two
compared to the free ion.

Figure 3. Out-of-phase component of the ac magnetic susceptibility of 2 as
a function of frequency of the oscillating field and temperature. Data points
are shown as full circles and solid lines are guides to the eyes. The Arrhenius
plot is shown in the inset. Data are shown as open circles and solid lines
denote best-fit curves obtained using Equations (2) (gray) and (3) (black).
Error bars are smaller than the symbols.
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laxation of magnetization. This is strongly supported by the si-
multaneous decrease of the in-phase signal towards high fre-
quencies (compare with Figure S2 in the Supporting Informa-
tion). The relaxation times obtained by fitting an extended Ca-
simir–Du Pr$ model[13] to the ac susceptibility data are shown
as an Arrhenius plot in the inset of Figure 3. The curve flattens
towards low temperatures, which is likely to be due to the ex-
istence of different mechanisms for magnetization relaxation,
each of them dominant in different temperature ranges. Fitting
the data with an effective barrier Deff for magnetization rever-
sal like that of an Orbach process, and temperature-independ-
ent quantum tunneling of magnetization (QTM):

t!1 ¼ t!1
0 exp !Deff=kBTð Þ þ t!1

QTM ð2Þ

as used for 1[3] yields good agreement. The best-fit parameters
are tQTM=7.8(5) ms, Deff/kB=16.5(6) K, and t0=1.7(2)%10!5 s.
The barrier Deff is of the same order of magnitude as that
found for 1,[3] and its size is much larger than the Zeeman
splitting between the ground states of about 2.5 K at H=
2 kOe. However, better agreement can be achieved by fitting
another three-parameter model, such as:

t!1 ¼ CTn þ t!1
QTM ð3Þ

It takes into account temperature-dependent two-phonon
Raman processes[2l,m,14,15] (n(4) in the first term and QTM.
Best-fit parameters are C=4(1) s!1 K!n, n=3.9(2), and tQTM=
13(2) ms. The standard deviation of the ratios between the cal-
culated values from this model [Equation (3)] and the experi-
mental data shown in the inset of Figure 3 is as low as 4%,
while that obtained from the model Equation (2) is 9%. Also,
the attempt time t0 found here is significantly longer than in
conventional lanthanide SMMs and SIMs, in which t0 is typical-
ly found to be in the 10!9–10!7 s range. Furthermore, an esti-
mation of the separation between the magnetic ground states
and the first excited states using point-charge model calcula-
tions[16,17] yields several hundreds of wavenumbers, which is far
higher than the effective barrier Deff. While an Orbach mecha-
nism as in Equation (2) requires the presence of magnetic
states separated from the ground states by the energy of the
effective barrier Deff, this is not the case for the two-phonon
Raman mechanism. Thus the model in Equation (3) seems to
be the more appropriate description in this case, and it might
also reconcile data and theory in the case of 1.[3] The best-fit
value of tQTM is well within the typical range for SMMs and
SIMs, whereas the value of C=4 s!1 K!1 of the two-phonon
Raman process is about one order of magnitude larger than in,
for example, Er(trensal) with C=0.17 s!1 K!8 as observed pre-
viously.[2l] It is also larger than the values of C=10!3–
0.47 s!1K!5 in a series of FeII SIMs.[15] In the latter, exponents of
n=4–5 were found, and for Er(trensal) n=8. An extensive
comparison of these parameters with other SMMs and SIMs is
precluded because only very few studies so far have quantita-
tively addressed the issue of non-Arrhenius relaxation in SMMs
or SIMs.

An examination of the field dependence of the out-of-phase
magnetic susceptibility c’’ (see Figure S1 in the Supporting In-
formation) reveals that at small fields of up to Hdc=1 kOe,
a fast mechanism with peak frequency beyond the measure-
ment range of our instrument (ffast>1.5 kHz) dominates, while
a further increase of the dc field leads to the appearance of
the slow process (fslow)25 Hz), the temperature dependence
of which was discussed above. The deceleration of the mag-
netization relaxation upon application of a magnetic field cor-
roborates that the dominant relaxation mechanism at the
lowest fields and temperatures used in this work is indeed
QTM. Since QTM is temperature-independent, the two-phonon
Raman process dominates at elevated temperatures larger
than T)3 K. The direct relaxation process involving a phonon
resonant with the Zeeman splitting of about 2.5 K at H=
2 kOe, which is in principle expected to be present[9] is not
needed to reproduce the data as shown in Figure 3. Neverthe-
less, it may still have some influence, as it typically limits the
magnetization relaxation times at large magnetic fields.[2l,m,15]

Also, neglecting it in Equation (3) could be the reason for the
low value of the exponent n, which for the two-phonon pro-
cess was initially predicted to be n=7 for non-Kramers ions.[9]

It is highly remarkable that the magnetization of 1 is re-
tained more than five orders of magnitude longer than in 2 at
the same temperatures and magnetic fields. While in both
1 and 2 the ligand field lifts the degeneracy of the ground-
state multiplets, there are fundamental differences between
DyIII and HoIII ions: The former is an odd-electron (Kramers)
system, and the latter has an even number of electrons. Kram-
ers theorem, which applies to odd-electron systems, imposes
that the degeneracy of the DyIII states cannot be fully lifted
but, disregarding the symmetry of the ligand field, a double
degeneracy has to remain in the absence of magnetic fields. In
real systems, this degeneracy is eventually lifted by intermolec-
ular and hyperfine magnetic fields, thus enabling the presence
of a small tunnel splitting proportional to the perpendicular ef-
fective g-factors gxx and gyy of the lowest Kramers doublet.[6, 18]

In first-order perturbation theory, gxx and gyy can only be differ-
ent from zero in the presence of non-axial ligand-field compo-
nents. In contrast to Kramers systems, there is no fundamental
degeneracy in even-electron systems such as HoIII if the ligand-
field symmetry is low enough. In both compounds 1 and 2,
the dominant axial ligand-field contribution certainly comes
from the central N atom (Supporting Information, Figure S3).
However, also in both 1 and 2 the strict axiality is broken by
the presence of weak low-symmetry components which origi-
nate from the six-fold negatively charged C80 cage and Sc ions
with formal tripositive charge (Supporting Information, Fig-
ure S3). Such weak low-symmetry components are also found
in other similar EMFs by single-crystal X-ray structure determi-
nation.[19] In contrast to 1, the low-symmetry components di-
rectly affect the energy spectrum in 2 already at zero magnetic
field and lead to a tunnel splitting between the two lowest-
energy states. It is not an easy task to obtain a quantitative es-
timation of the influence of the non-axial ligand-field compo-
nents on the tunnel splitting. From our observations, we
derive that the direct effect of the non-axial components on
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the tunnel splittings of the non-Kramers ion HoIII is much
stronger than the indirect effect in DyIII, which requires the ad-
ditional presence of internal magnetic fields. This reasoning is
further supported by recent studies, which have shown that
even in low-symmetry ligand fields DyIII can possess a highly
axial ground-state doublet.[17b,20]

Compound 2 adds to the list of lanthanide SIMs,[2] and it is
the second example of an endohedral SIM. So far, only a few
out of the large number of elemental combinations that form
the endohedral unit have been identified as SMM. Further
studies are needed to elucidate the static and dynamic mag-
netic properties of this fascinating new class of magnetic sys-
tems, which are expected to open doors to new applications.
The metallofullerenes Ho2ScN@C80 and Ho3N@C80, which have
not been studied here, can also be expected to exhibit inter-
esting magnetic behavior. A weak intramolecular magnetic ex-
change coupling, similar as in the DyxSc3!xN@C80 series,

[4] may
be present, and detailed SQUID studies are planned.

In summary, we have demonstrated that HoSc2N@C80 exhib-
its strong magnetic anisotropy with a ground state character-
ized by a large angular momentum close to mJ,GS= &8. Fur-
thermore, HoSc2N@C80 is a field-induced SIM with relaxation
times of up to several milliseconds at low temperatures. The
large difference in magnetization relaxation times between
HoSc2N@C80 and DySc2N@C80 is rationalized in that the low-
symmetry ligand-field components introduced by the C80 cage
must be more efficient by orders of magnitude in the case of
HoSc2N@C80 than in DySc2N@C80.

Experimental Section

HoSc2N@C80 with Ih carbon cage isomer was synthesized by arc-dis-
charge synthesis with NH3 as a reactive gas atmosphere and sepa-
rated from other Ho-Sc EMFs by recycling chromatography, as de-
scribed in detail previously.[7] The magnetic properties were mea-
sured using a Quantum design MPMS-5XL SQUID magnetometer
for fields of up to &50 kOe and temperatures from 1.85 to 6 K.
Magnetic susceptibility was measured as c=M/H at H=1 kOe. The
sample of 2 was prepared from toluene solution by drop-casting
into half of a gelatine capsule. The diamagnetic background of the
capsule was subtracted from the data. In the ac measurements, an
oscillating field of amplitude Hac=3.5 Oe was employed. Further
measurements with the sample frozen in 1-octadecene oil did not
show any difference in the ac susceptibility. The dc measurements
were not repeated with octadecene. The field-dependent magneti-
zation was calculated by diagonalization of Equation (1) and the
application of thermal statistics. Orientational averaging was per-
formed by a 110-point Lebedev Laikov grid.[21] DFT calculations
were performed using Firefly package[22] and B3LYP functional with
def2-SVP basis set for carbon,[23] def2-TZVP for nitrogen,[23] and
Stuttgart–Cologne effective core potentials for Sc (ECP10 MDF)[24]

and Ho (4f-in-core ECP56 MWB-II)[25] with corresponding basis sets.
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